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1 INTRODUCTION

Crafts, handicrafts, traditional, or Śheritage craftsŠ [44] are an integral part of Cultural Her-
itage [51], which is in many cases endangered due to the Śdeclining number of practitioners
and apprenticesŠ [103]. Thus, their preservation means the continuation of their practice [47].
Therefore, accurate representations, documentation, instructions and training aids support
the preservation of craft knowledge and practice.

Authoritative reports on crafts and conservation [13, 24] identify tangible and intangible
craft dimensions. Tangible dimensions regard materials, tools, and workspaces. Intangible
dimensions refer to know-how and skill, but also collective memories, values, and traditions.
We refer to contextual and crafting intangible dimensions. Contextual dimensions refer to the
social and historical context and their representation is studied separately in [69]. Crafting
dimensions refer to the role of the mind in handicraft activities.

The pursued crafting process representation spans heterogeneous dimensions and, thus,
multiple types of ŚdigitisationŠ are required. Appearance and geometrical properties of physical
phenomena are recorded, or ŚdigitisedŠ, in ŚsignalŠ representations, i.e. audio-visual, 3D/4D.
Meaning and interpretation are encoded using knowledge statements in ŚsemanticŠ representa-
tions. We use the term ŚdigitisationŠ in the ampler sense that considers the digital representation,
or digitisation, of a craft as composed of both signal and semantic content. This digitisation
is implemented by a semantic model that associates the recording of actions in a 1-1 corre-
spondence with their interpretations. The model is Semantic Web compliant to enable digital
preservation of both digital recordings and their interpretations. The implementation is ofered
as part of the Mingei Online Platform [69] a Web-based, collaborative, authoring environment.
The MOP facilitates management, interlinking, and curation of digital assets and contextuali-
sation knowledge, stemming from the study of a craft. In this work, the MOP is extended with
UI components that accommodate the instantiation of the introduced classes, in Sec. 3, for
the representation of crafting dimensions.

The remainder of this work is illustrated in Fig. 1 and is structured as follows. In Sec. 2,
eforts in the documentation and representation of crafts and crafting processes are overviewed.
Prior work employed in this work is cited in Sec. 2.3. The proposed approach is an authoring
method, or protocol, that leads to the representation of crafting processes, in six phases. These
phases are outlined at the start of Sec. 3 and elaborated in six subsequent and respective
subsections. In Sec. 4, the implementation of each phase is presented, in an equal number of
subsections. In Sec. 5, applications are found in the digital preservation, documentation, and
presentation of crafting processes. In Sec. 6, a summary of this work is provided along with an
identiĄcation of its limits and directions for future work.

Abbreviations. CH, Cultural Heritage; CIDOC, International Committee for Documentation (Comité
International pour la documentation); CIDOC-CRM, CIDOC Conceptual Reference Model [21];
EDM, Europeana Data Model, [23]; FRBRoo, Functional Requirements for Bibliographic Records-
object oriented; HTML, Hypertext Markup Language; HTTP, Hypertext Transfer Protocol; IMU,
Inertial Measurement Unit; ICCROM, International Centre for the Study of the Preservation
and Restoration of Cultural roperty; ICOM, International Council of Museums; ICH, Intangible
Cultural Heritage; IPR, Intellectual Property Rights; IRI, Internationalised Resource IdentiĄer;
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Fig. 1. Structure of this work.

MOP, Mingei Online Platform; MR, Mixed Reality; MoCap, Motion Capture; OWL, W3C Web
Ontology Language; IR3, the set of real numbers; RDF, Resource Description Framework [15];
SO(3), the 3D rotation group; SPARQL, Protocol and RDF Query Language; UI, User Interface;
UML, UniĄed Modelling Language; URL, Uniform Resource Locator; UNESCO, United Nations
Educational, ScientiĄc and Cultural Organization; VR, Virtual Reality; W3C, World Wide Web
Consortium; WWW/Web, World Wide Web; XML, Extensible Markup Language.

All URLs accessed on the submission date. In the electronic version, images are highly
magniĄable.

2 BACKGROUND

2.1 Preservation of crats as Cultural Heritage

UNESCOŠs recognition of traditional crafts as ICH [103] and support in the creation of national
inventories [104], generated awareness and compliance of craft descriptions according to
scientiĄc and ethical guidelines. Descriptions can be found in the Representative List of the
ICH of Humanity of UNESCO [102] and national inventories, e.g. [6, 63, 64]. The descriptions
emphasise cultural content, social components, ownership, IPR and authenticity certiĄcation,
but do not include suicient technical descriptions to support craft reenaction.

In 1990, UNESCO published a data collection guide for the documentation of traditional
crafts [45]. Though technologically outdated, it identiĄes the essential elements to be recorded:
artefacts, materials, tools, and the crafting process. Questionnaires and forms are provided
to systematise data collection. Photographic documentation is deemed necessary to record
the practicalities of the crafting process, such as the way to hold a tool and manipulate it.
Cinematography and digital technologies facilitated the recording of directly comprehensible,
visual examples. Video dictionaries of crafting gestures were proposed in [109]. In [50], a worn
camera was proposed to capture the viewpoint of the practitioner. The 3D recording of crafting
motion was used to enable any viewpoint in [20].
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Ethnography [57] identiĄes and describes the activity of a social unit as Śtextual construction
of realityŠ [3]. Recently it has been applied in the workshop, with examples in carpentry [108],
glasswork [4], and textile manufacturing [49].

2.2 Information and Communication Technologies

Digital resources are systematically used in the documentation of CH. Developed methods
identify Signal representations are audio-visual recordings and other measurements of the
physical world and its events. Semantic representations organise information about the recorded
entities, to create interlinked knowledge entities, in such a way that meaning can be deducted.

2.2.1 Tangible heritage. In the signal domain, digitisation targeted the faithful representation
of material and visual properties. The principal methods for capturing the structure and
appearance are photography and 3D scanning. Historically, the MINERVA programme [16]
paved the way for the establishment of good practices for digitisation in 2D images and
standardisation of imaging and video formats. More recently, the 3D ICONS project has
provided an analogous contribution for 3D digitisation [14]. In the semantic domain, eforts
were made to contextualise digital assets. This was achieved by linking semantic metadata
to digital assets relevant to the creator, the date of creation, the location of the artefact, the
history of conservation events, etc. Pertinent approaches relied on the tradition in library
and archival science, creating object-centric or collection-centric descriptions (MINERVA [16],
Europeana Rhine [8], etc.). These eforts enabled the formal representation of data, metadata,
and knowledge, as well as the development of online repositories of semantically linked content.

2.2.2 Intangible Heritage. In the signal domain, digitisation enabled the recording of performances
in multiple media and formats, exhibiting immersive qualities and novel interactive experi-
ences [72]. For verbal content, pattern recognition is increasingly utilised in the transcription
of manuscripts [46, 94], oral tradition, theatrical and vocal performances [98] and similarly for
musical content [7]. MoCap and Computer Vision are used to capture articulated human motion
in 3D, documenting body motion in dance [20, 26, 100] and theatre [65]. In the semantic
domain, multi-disciplinary projects fostered collaboration between information scientists and
CH professionals. In [9], sharing of knowledge was supported, by assigning meaning to text [9].
In [40], heterogeneous collections were linked under common concepts [40]. Exploration of
collections through conceptual links was explored in [39]. In [17], collections were presented
as narratives. In [87], ways to create interactive stories for cultural sites were developed [87].
In [62], preservation methods for cultural and scientiĄc resources were proposed. In the more
recent of these works, the focus shifted on event-centric representations, in response to the
drawbacks and scarce utility of object-centric representations.

2.2.3 Vocational training. ICTs contribute through 2D/3D annotation and simulation in vocational
training. In [33], the need for visual annotation upon photographic documentation in handi-
crafts was identiĄed. MR and VR environments were used for training professionals in manual
tasks [66]. In [12], human motion is simulated, for workspace design. In [67], avatars are used
for training in collaborative manual tasks. In [10], VR is employed for training in maintenance
tasks. In [25], immersive storytelling is proposed for training.
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2.3 Prior work

The Mingei Craft Ontology [60] has been developed for the representation of crafts and harmo-
nizes the following ontologies: (a) Narrative Ontology [59], extending the CRM with narratological
concepts, (b) FRBRoo, that represents narration structure [22], (c) OWL Time ontology to rep-
resent temporal knowledge [42]. The implementation of the ontology is based on Semantic Web
standards: (a) RDF as the basic data model for knowledge; (b) OWL 2 DL [54] for axiomatising
the represented knowledge; (c) SPARQL [41] as the query language. The speciĄcation of the
ontology can be found at [61].

The MOP is an authoring platform for the semantic representation of cultural, social, and
historic knowledge on CH, in general, and traditional crafts, in particular. The MOP implements
the CRM and contains the Mingei ontology classes for objects, collections, sites, places, persons,
and multimedia objects. In this work, the MOP is extended to implement the representation of
classes introduced in Sec. 3.

3 THE PROPOSED APPROACH

Artefact creation is considered a process that is based on an ŚarchetypalŠ plan, or a schema.
This process schema, is conceptual and ostensive, in that it can be demonstrated and verbally
described, i.e. as instructions. Audiovisual recordings phenomenologically capture the activity,
while semantic descriptions enable the interpretation and abstraction of this activity as a
stepwise process. The undetermined nature of handcrafting individual craft articles, or Śthe
workmanship of riskŠ [88], is reĆected by process schemas that support branching points to
represent practitioner decisions taken during practice, or Śon the ĆyŠ. The proposed representa-
tion analytically associates the segments of these recordings with process steps, to support
the abstraction of process schemas from the study of process recordings.

As a top-level ontology, CRM provides Śvery general concepts like space, time, matter, object,
event, action, etc., which are independent of a particular problem or domainŠ [38]. These classes
and properties are overly generic to describe the speciĄc concepts of crafting processes. To
represent Śconcepts depending both on a particular domain and taskŠ we have extended CRM
classes, creating CRM subclasses and sub-properties to preserve interoperability [38]. The
details of the classes introduced in this section can be found in Appendix A.

The proposed approach is a method for the identiĄcation and the digitisation of the signal
and semantic dimensions of crafting processes, in the form of a six-phase protocol that leads
to the implementation of the proposed representation. These phases are outlined below and
illustrated in Fig. 1. The illustration shows the promotion of knowledge from observation and
understanding to formal representation. The feedback arrows, refer to the revisit of phases to
enhance or reĄne the representation.

(1) Craft understanding targets the identiĄcation of the workĆow of the crafting processes,
the location of practice, the involved objects, and its actors. The output is human-
comprehensible documentation encoding the acquired knowledge.

(2) Data collection is the recording of physical objects and human actions leading to the
transformation of materials into articles of craft, using visual, 3D, and motion sensors.

(3) Knowledge representation refers to the deĄnition of fundamental types of semantic
metadata, or basic knowledge elements, from which the representation will be comprised.
These are the places, materials, tools, and roles encompassed by the crafting process.

ACM J. Comput. Cult. Herit.
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(4) Workflow representation refers to the univocal representation of the process in steps and
interrelating conditions between them, using activity diagrams.

(5) Process schema representation refers to the transcription of this activity diagram into a
formal representation that prescribes the crafting process.

(6) Process representation refers to the annotation and linking of craft activity recordings to
process steps.

To formulate the proposed approach, we use the following deĄnitions.
A tool is an object or body member employed to make use of an afordance it bears [36], e.g.,

scissors provide the afordance of cutting. A machine is an apparatus comprised of Archimedean
Simple Machines. An action is an event that consists of doing something intentionally by some
agent of action. An activity is a set of actions carried out by one or more persons. Thus, activities
are events. The entities involved in the crafting process are either endurants or perdurants,
corresponding to ŚcontinuantsŠ and ŚoccurrentsŠ [2] in Basic Formal Ontology, respectively.
Endurants are materials, tools, machines, workplaces, and craft products. Perdurants are
actions and natural phenomena.

A crafting process is a set of activities that transform materials into articles of craft. A
workflow is an orchestrated and repeatable activity, enabled by the organisation of resources
into processes. A crafting process schema is a representative prescription for how a set of
activities should operate in a workĆow to regularly achieve desired outcomes [97]. To refer to
parts of a process schema or process, we say that they are comprised of step schemas and
steps, respectively, independently of their depth in the process schema or process.

3.1 Crat understanding

An ethnographic approach to the understanding of the crafting process is to consider it from a
problem-solving viewpoint, as in [55, 92]. From this perspective, the abstraction of a process
schema can be treated similarly to an algorithm. This treatment is convenient as the crafting
process schema may have decision points and, thus, alternate workĆows. Decision points are
relevant to properties of individual pieces of material and environmental conditions, as well as
practitioner observations and judgements. Besides decision points, process steps may refer to
parallel or combined activities, by one or more persons. Some steps take place only to handle
exceptional events, such as a repair for a mistake or an accident.

This phase has two outputs. The Ąrst is a vocabulary of terms with verbal deĄnitions and
visual descriptions of the involved knowledge entities. The second is a thick description [34]
that enables the study of the activity beyond the context of a visual demonstration. This is
implemented in the form of a storyboard, which serves as a detailed explanation of the crafting
process that is visually captured and encodes temporal order, spatial arrangements, and
purpose of actions. We call storyboards sequences of images or brief videos, in chronological
order, enhanced with text and audiovisual annotations.

3.2 Data collection

The endurant and perdurant components of the crafting process are digitally recorded. We use
the term media object to abstract the heterogeneity of pertinent media types. The organisation
of the recording sessions is facilitated by the vocabulary and storyboard, in identifying the
objects, sites and practitioner actions to be digitised. The obtained digital assets are assigned
with technical metadata and unique identiĄers.

ACM J. Comput. Cult. Herit.
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Fig. 2. Applicability of digitisation modalities (let) and illustration of media objects (middle, right) for endurant entities.

Fig. 3. Illustrations of media objects for perdurant entities.

Endurants are objects and sites and recorded through photographs and textured 3D meshes.
The digital assets are images and textured 3D meshes. The choice of scanning modality for
the 3D capture of endurants depends on subject size, material, and type of environment. In
Fig. 2 (left) an applicability guide is outlined. Also, in Fig. 2, the media objects for a photograph
(middle) and a 3D reconstruction [29] (right) are illustrated.

Perdurants are practitioner postures and gestures. They are recorded through audio, video,
and motion sensing. Motion data are acquired by motion sensors and video. They are time-series
of 3D locations, each one recording the 3D motion of a point on the surface of the practitionerŠs
body. The measurements are topologically organised in a skeletal tree, a hierarchical data
structure that represents avatar joints and limbs and is rooted at the avatarŠs torso. Branches
of this tree are called body members. A posture is the conĄguration of the skeletal tree at
a moment in time. A gesture is a chronologically ordered sequence of postures. The pose,
i.e., location and orientation, of a held object is represented relative to a designated body
member and is encoded as a rigid transformation, i.e., 3D rotation and translation. In Fig. 3
(right), the media objects for two perdurants are illustrated. The left image shows a momet in a
MoCap recording session and the middle image illustrates the obtained digital asset. The right
image illustrates a media object obtained from markerless motion estimation in an archive
documentary [19], its preview superimposing the estimated skeletal tree upon the original
footage. The animations can be found in [85] (middle) and [82] (right).

Process recording may include alternate expressions of the schema, recorded by repeating
steps of the schema that did not occur in the initial performance. Unforeseen decision points
are noted and used to revise the vocabulary and the storyboard.

ACM J. Comput. Cult. Herit.
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Fig. 4. Illustrations of knowledge elements and the relations between them.

3.3 Knowledge representation

The endurant and perdurant entities of the crafting process are represented. The representation
is modelled with a few classes, called basic knowledge elements. Their instances contain
semantic metadata and links to digital assets.

A basic knowledge element is an instance of any of the following CRM classes or their
extensions. E5 Event for events, E57 Material for materials, E53 Place for locations. It is
noted that E39 Actor is a super class of E21 Person or E74 Group. Tool and Product extend
E22 Man-Made Object. From [59], we adopt class ActorWithRole (Appendix A, Table 1), which
extends E39 Actor and is used to describe the role of a pratictioner in an event. We also adopt
MObject from [59] for the representation of media objects, which extends E73 Information

Object. Instances of the above classes are used in declarative statements that link them to
semantic metadata or media objects.

In Fig. 4, knowledge elements and some of the relations between them are illustrated, using
arrows. On the left, shown is an object-centric example, about a sculpture of ŚTinian marble
craftsmanshipŠ [106]. An instance of Product is linked with its digitisation, an MObject. Its
creation is an E5 Event, linked to a location (E53 Place) and an the sculptor (ActorWithRole).
The creation event is linked with the sculpture representation, by a causality link (red arrow),
implemented as P15 was influenced by (influenced). On the right, is an event-centric example,
about a process step (E5 Event ) that took place during the creation of a glass carafe. This step,
an E5 Event, was performed by the glassworker, using a blowpipe to insulate air within a
gather of liquid glass and create a glass bubble. The process step has a causality relation, of type
P15 was influenced by (influenced) (red arrow), to the formation of the glass bubble (Product ).
This process step is linked to a process schema step, called ŚbubblingŠ. Linked Mobject instances
are the 3D digitisation of the blowpipe and two independent recordings of the practitioner
motion, using MoCap and video analysis.

3.4 Workflow representation

To unambiguously encode craft understanding, activity diagrams are proposed. An activity
diagram is a Ćowchart that models workĆows. Activity diagrams are borrowed from the UML [37],
but used with a slightly diferent meaning. In the UML, the nodes of the activity diagram
represent computational actions that transform data. In this work, they represent physical
actions that transform materials. Consequently, the transition types Transition, Fork, Merge,
Join, and Branch are adopted and denoted as in UML.

ACM J. Comput. Cult. Herit.
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By recursive analysis, activity diagrams can be reĄned in a coarse-to-Ąne fashion. This
hierarchical analysis is a modularization mechanism that is based on inclusion relations
between steps. It allows a process schema to be seen as a single step in a larger, encompassing
process schema.

3.5 Process schema representation

The activity diagram is transcribed into a transition graph. Classes Process schema and Process

schema step are introduced (Appendix A, Table 2), to model process schemas and their steps,
respectively, both extending E29 Design or Procedure. This way, property hasSubSteps enables
the linkage of arbitrarily deep decompositions, as hasSubStep is a sub-property of P69 has

association with, which generalises relations between instances of E29 Design or Procedure.
Transitions between steps are modelled using the following classes (Appendix A, Table 3).

• Transition represents an unconditional passage from one step to the next.
• Fork connects a schema step with subsequent schema steps performed in parallel and

has a single input and multiple outputs.
• Merge is a node where two or more control paths unite. It has two or more input Ćows

and one output Ćow.
• Join connects a schema step with the schema step that should be completed before any

transition to the next step, and with the next step to be performed. It is implemented
through nodes with multiple input steps and a single output step. They are structurally
identical to merge nodes, except that the semantics are diferent: a join is synchronisation
across a set of parallel Ćows, while in a merge only a single Ćow is active.

• Branch connects a step with a decision step that accepts tokens on one incoming edge and
selects one outgoing alternative. Branch nodes control the Ćow of a process by selecting
one of several alternatives, based on the outcome of a condition evaluation. To model
decision steps, we introduce class Alternative that models the alternative paths stemming
from a decision step.

Forks, joins, and merges may have more than one input or output states. Branches require
the association of additional information. If transitions were modelled as relations between
steps, then properties with arity greater than 2 would be required; but such are not admitted
in semantic modelling, in general, and Semantic Web languages, in particular. Consequently,
transitions are reiĄed by introducing the above classes, each one capturing one transition type
and encompassing a corresponding set of properties.

3.6 Process representation

Process representations account for events that took place during a process. The represen-
tations of events include links to the knowledge entities that contextualise them. Classes
Process and Process step are introduced (Appendix A, Table 4) to model processes and their
steps, respectively. Both classes extend E7 Activity. Linking property hasProcessStep enables
arbitrarily deep decomposition analysis, as hasProcessStep is a sub-property of P9 consists of,
which associates an instance of E4 Period with another instance of E4 Period, in the respective
space-time region.

A Process is one of the multiple alternative outcomes of a Process schema. Intuitively, a
process is an individual Ćow of events, out of those possible in the activity diagram. A process
may or may not conform to a process schema, as explained in Sec. 4.6.

ACM J. Comput. Cult. Herit.



10 • Zabulis and Meghini and Dubois et al.

Fig. 5. Digitisation of endurant (top) and perdurant (botom) entities.

4 IMPLEMENTATION

The implementation is demonstrated in the authoring of crafting process representations.

4.1 Crat understanding

Craft understanding follows ethnographic principles and includes background research of
secondary sources. We refer to [110] for the identiĄcation of basic topics for craft understanding.
In addition to ethnography, interviews with practitioners are invaluable in the understanding
of craft practice, as they interpret the recorded events, identify skills, and recommend ways of
teaching or presentation. The encoding of processes is reviewed by the practitioner(s), producing
the Ąnal representation after some iterations. Background research before the ethnography
increases its eicacy, saving time from the comprehension of basic vocabulary and notions.

4.2 Data collection

Data collection regards the recording of static structures and events. These recordings are
abstracted as media objects when inserted in the knowledge base.

Digitisation of endurants employs several scanning modalities, each operational in a speciĄc
range of spatial scales and environment types, as outlined in Fig. 2 (left). Rooms and outdoor
areas, require the combination of laser scanning and aerial photogrammetry to systematically
cover. For smaller artefacts, photogrammetric reconstruction and active illumination sensors
are nowadays simple and widely accessible. In Fig. 5 (top), dry-stone walling structures [107]
were digitised, registering interior laser scans with aerial and terrestrial photogrammetry
scans, to provide wide coverage and detailed views. The dataset can be found at [28] and a
video overview at [86]. We distinguish between the potential historic signiĄcance of objects and
their utility in the crafting context. In the latter, modelling their geometrical structure can be
suicient. Albeit less realistic, the use of synthetic models simpliĄes digitisation and reduces
scanning costs. The collection of tools for glasswork and Śmastic cultivationŠ [105] used in this
work is synthetic and was developed in [48].

The way that tools and materials are manipulated is captured in video and motion recordings.
The applicability of MoCap and video modalities depends on the type of environment. Inertial

ACM J. Comput. Cult. Herit.
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Fig. 6. Forms for instantiating media objects (let half) and knowledge elements (right half).

MoCap [96] is more suitable than optical [31] in the cluttered space of workshops, due to
reduced installation requirements and independence to occlusions. Nevertheless, inertial
MoCap is not suiciently sensitive to minute motions. To capture Ąnger posture and motion,
mechanical MoCap gloves are more suitable and less obtrusive, as many are ŚĄngerlessŠ. Marker-
less methods exhibit the least accuracy [11, 95], but require only a camera and are the only
way to treat archive video. We found markerless motion recording suitable in obtaining key
hand postures and body gestures and used [89] and [68] for these tasks, respectively. In Fig. 5
(bottom), the left image is a photograph from the MoCap recording of a glassworker. The middle
image is a rendering of the recorded 3D posture at that moment. The right image shows the
result of marker-less motion estimation, rendered as a stick Ągure from two viewpoints.

New digital assets that are not Web resources, i.e. new media objects, are made such by
uploading them to the MOP repository, associating them with new URLs, and assigning them to
the Web server of the MOP. They are identiĄed by an IRI and served by the MOP Web server via
the HTTP protocol. No operation is required for resources already online. When data collection
is complete, all media objects are seamlessly treated and their storage location is transparent
to the user.

The instantiation of media objects is enabled using forms that simplify asset linking and
the entry of metadata. In Fig. 6 (left), the user task is illustrated. The images show a media
object instantiation form, for a 3D reconstruction. The asset is comprised of multiple Ąles,
representing the geometry and visual appearance of the digitised structure. The form enables
the entry of the URL, its appellation, and potential relations to existing knowledge entities,
such as a place, a person, or an event. During an evaluation, we found that the introduction
of media objects is a frequent task when collecting auxiliary data for a knowledge entity. Thus,
a UI shortcut was developed for quick asset entry (second from the left image, in Fig. 6).

4.3 Knowledge representation

The representation of knowledge elements encompasses is implemented using type-speciĄc
data entry forms, as per the knowledge types in Sec. 3.3. The form for instantiating a ŚLocationŠ
is shown in Fig. 6 (second from left). The data entered in the form Ąelds are either literals or
links that associate the authored element with others.

For common data types, entry is aided by conventional UI components, i.e., a calendar for
dates and a map for locations. For named geographical locations, data entry is integrated with
the FactForge service [30], to retrieve the corresponding coordinates from the GeoNames [35]
database. Linking of media objects is facilitated by auto-complete, pop-up menus; while the user
types, matching media objects dynamically update in a pop-up menu, as in Fig. 6 (rightmost).
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Fig. 7. Visualisation of tool grip annotation.

From motion recordings, reference postures and gestures are identiĄed. This can be a
tedious task as craft demonstration recordings include idle time, mistakes, and repetitions. To
associate frames and segments from motion recordings with postures and gestures respectively,
the AnimIO annotation editor [70] was employed. AnimIO facilitates body-member speciĄc
annotation of motion recordings, enabling the selection of body members relevant to a gesture.

To represent tool and machine usage, motion recordings and 3D models are combined. The
physical interface of the practitioner with a tool or machine component at a moment in time is
represented by a posture and a rigid transformation, a 3D translation in IR

3 and a 3D rotation
in SO(3). The posture refers to the practitioner body or one of its members. The transformation
is in the coordinate frame of the root node of the body or member. The transformation brings
the toolŠs model to the designated pose relative to the body or member. Its numeric expression
is facilitated using the TooltY editor [99]. In Fig. 7, this operation is illustrated. Local coordinate
frames are shown, as colour lines. On the left, shown is the object and its coordinate frame,
centred at the contact point and oriented in a way that prescribes how the object is to be held
for a speciĄc gesture by a right-handed person. In the middle image, a right-hand model and
coordinate frame are shown. The frame is deĄned in relation to anatomical landmarks (red
points). In the right image, the prescribed tool grip is implemented.

4.4 Workflow representation

An activity diagram is authored, based on the understanding of the crafting process. This task
is iterative and reviewed by the practitioners. We used the Śdiagrams.netŠ editor [53] to create
the diagrams and export them in XML. The activity diagram for the creation of a glass carafe
is shown in Fig. 8. The process refers to two persons, having the roles of a master and an
assistant.

The Ąrst step is preparatory and is the cleaning of the blowpipe from past residues. ŚBubbleŠ
is the step during which a gathering of liquid glass is transformed into a glass bubble. Its
(sub) steps are sequentially modelled using instances of class ŚTransitionŠ. If this sequence
is analysed in more detail, decision points are observed. For example, cleaning the blowpipe
implies the judgement of whether the blowpipe is suiciently clean and, thus, the use of class
ŚBranchŠ. Recursive reĄnement of steps is supported, by the implementation. The granularity
of representation is determined by the curator.
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Fig. 8. Activity diagram obtained from ethnography.

Necking

Finishing

BlowingShaping

Is it hot?

Cut 
with shears

Break 
with pincers

Transfer

YESNO

Fig. 9. Activity diagrams and images for steps (top) and a branch step (botom).

In Fig. 9, the treatment of synchronised collaboration and decisions is shown. The top shows
a step, where the process is bifurcated into two concurrent Ćows, each for one person; the
stick Ągure denotes the masterŠs activity Ćow. The master shapes the blowpipe-attached bubble
with a wet newspaper, rolling it back and forth, to counter gravity and enforce symmetry. The
assistant blows from the other end, moving in synchrony to the master. Both workĆows start
and end together. On the bottom, shown is a more detailed analysis of the ŚTransfer to puntyŠ
step, where the practitioner separates the glass body from the blowpipe. The way that the body
should be detached from the tip of the blowpipe depends on the viscosity of the bubble, that
is, its temperature. If judged to be hot enough, it is cut using a pair of shears (middle), without
the danger of breaking. Otherwise, it is carved and broken away from the blowpipe, using a
pair of pincers (right).
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Fig. 10. UI components for authoring representations of process schemas (let half) and processes (right half).

Activity diagrams were found to be an eicient and intuitive way to collaboratively create
visual and unambiguous crafting process representations, used as a map to overview, but also
denoting transition types and decision points.

4.5 Process schema representation

A UI component enables the instantiation of process schemas and their steps. Data Ąelds
are used to enter appellations and informal descriptions. Step order is determined by the
transitions that link process schema steps or can be explicitly set. Transitions are instantiated
via a dynamic UI component that adapts to transition type. At its top, a menu enables the
choice of transition type. Once selected, the UI component adapts to ofer the transition-speciĄc
parameters deĄned in Table 3. Incoming and outgoing links are instantiated using dynamic
menus that contain the names of already deĄned steps. In Fig. 10, these components are
shown in the left pair of images. In the leftmost image, shown is the editorŠs view of a process
step schema called and its sub-steps. Edit buttons enable the management of the step list and
the transition relations between them. The dialogue box on the second from the left image is
the UI component for a branch transition.

4.6 Process representation

A set of UI components enable instantiation of processes as activities, via the entry of attribute
data, chronological ordering, and the association with recordings that document them. The UI
enables linking an arbitrary number of knowledge entities to a process step. It facilitates the
task through contextual searches in the form of dynamic, auto-complete, pop-up menus as in
Sec. 4.3, for materials, tools, and participants.

The UI components are shown in the right pair of images, in Fig. 10. The UI in the second from
the right image enables the linking of processes and process steps with their corresponding
process schemas and step schemas. This is implemented by the Ąeld ŚCorresponds ToŠ that
is used to associate a process step with a process step schema. The task is facilitated by a
dynamic menu that follows the process schema step hierarchy, as shown at the bottom of
the rightmost image. As noted in Sec. 3.6, creating this link is optional. The rationale for this
choice is the following. The process schema is an abstraction of all the processes that follow
that schema. To achieve this abstraction, multiple process demonstrations may have to be
studied. Thus, instantiation of processes without association with a process schema allows for
the deĄnition of this schema later on, after suicient data have been studied.
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5 APPLICATIONS

Ways to preserve, share and present the represented content are proposed. The MOP supports
third-party applications by responding to Web queries, which retrieve content from this repre-
sentation. This content is formatted according to the purpose of the retrieval. Variations of
export are implemented through templates, which format the output according to prescribed
structures and formats. Multiple templates are provided to match speciĄc presentation and
preservation needs, in machine-interpretable and human-comprehensible forms.

5.1 Digital preservation

Digital preservation templates export knowledge and assets, in machine-interpretable formats.

5.1.1 Digital assets. Digital assets are in conventional and open formats. Each asset has a unique
IRI to be directly integrated by third parties. Assets are accompanied by technical metadata,
enabling content type identiĄcation and transformation to future formats. A mapping between
our ontology and the EDM [69] enables the utilisation of Europeana assets and the ingestion
of new assets in Europeana.

5.1.2 Knowledge entities. The crafting process representation is digitally preservable in machine-
interpretable format. It is encoded in the ontology schema, with semantic links and knowledge
statements stored in RDF. The RDF guarantees syntactical interoperability and can be shared
across implementations. Semantic interoperability is guaranteed by the use of an ontology
that is based on the CRM. The MOP maintains a representation that might be continuously
updated. To refer to speciĄc versions of this representation, the RDF export can be stored in
any conventional versioning system.

5.2 Documentation

A human-comprehensible way to present the represented knowledge network is hypertext.
The implementation employs a Web interface that dynamically generates HTML pages from
the knowledge queries and a Web server that transmits them to the Web client (browser). An
individual documentation page is provided for each entity. Semantic links are implemented
as hyperlinks that lead to the pages of cited entities. This way, browsing and exploration
of knowledge through semantic associations are enabled. Contents can be organised and
presented spatiotemporally or thematically. A keyword-based search is provided.

Documentation pages for media objects contain links to digital assets, textual presentation of
metadata, and previews of the associated digital assets. One or more URLs are provided on each
page. For media objects, these links point to the source data Ąles. For knowledge entities, the
link points to the RDF encoding of that entity. For locations and events, speciĄc UI modules are
provided. For locations, embedded, dynamic maps are provided through OpenStreetMap [32].
Time-line and calendar views are available for events.

5.2.1 Media objects. The documentation pages for media objects contain links to digital assets,
metadata, and previews of the digital assets. Some assets are comprised of multiple Ąles, e.g.
3D reconstructions contain geometry and texture Ąles, videos are accompanied by multiple
subtitles etc. For video, MoCap, and 3D models, embedded viewers are provided. In Fig. 11
(top), examples of pages for are shown for a photograph [78], a 3D model of a tool [77], and a
3D reconstruction of a village [76].
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Fig. 11. Documentation pages for media objects (top) and knowledge elements (botom).

5.2.2 Knowledge entities. Documentation pages for knowledge elements are type-speciĄc, as per
the types in Sec. 3.3. Pages for instances of class ŚPersonŠ provide biographical information
and a portrait image. ŚLocationŠ instances contain maps and, if any, the previews of associated
digital assets. The pages for a tool [73], a location [75], and an event [74], are shown in Fig. 11
(bottom). In reciprocity, the pages for media objects include hyperlinks to the pages of the
knowledge elements that refer to them. For example, the page for the 3D reconstruction of the
Pyrgi village contains a hyperlink to the documentation page for the Pyrgi location.

5.2.3 Vocabularies. An output of this organisation of knowledge is illustrated vocabularies of
tools, which bring together verbal descriptions and visual recordings. In the same way, the
steps where a speciĄc tool is used can be retrieved, along with video recordings of such actions;
and similarly, for the tools and materials required for a certain process. An example is provided
for the case of Glass tools. Queries that exhaustively retrieve members of semantic classes are
used to support browsing and cataloguing.

5.2.4 Process schemas. Documentation pages for process schemas show step schemas and their
relations using hypertext. A serial presentation of the step hierarchy is provided, as tabulated
text. In Fig. 12 (top), the documentation page for a process schema [80] and its tabulated
preview are shown.

5.2.5 Processes. Processes are presented as a series of events, while also denoting cases of
concurrent activities. Events are knowledge entities and are presented on an individual docu-
mentation page each. The process step documentation page is a specialisation of the generic
documentation page for instances of class ŚE5 EventŠ. It contains links to the recordings of
the knowledge elements for the tools and materials involves, the participating practitioners,
the date, and the location of the recording. If the process follows a process schema, a link to
that schema and its preview are also provided. The hierarchy of process steps is presented
using insets, each one presenting textual information and previews of the available digital
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Fig. 12. Documentation pages for process schemas (top) and processes (botom).

assets. To present step organisation, insets can be dynamically unfolded to any depth of the
process hierarchy. Each inset dynamically unfolds and each step is associated with image
previews and embedded videos. An index of the Ąrst level of process steps of the hierarchy
is provided on the left. The result is a multimedia-enriched semantic presentation of the
process. In the right images of the bottom row, shown is one out of a handful of implemented
conĄgurations. Variations include images and textural descriptions. The main documentation
page for a process [79] is shown in Fig. 12 (bottom), followed by a presentation page that is
conĄgured to show a video synopsis of the process on the top of the page and, below, the video
synopses of steps.

5.3 Visualisation and storytelling

An added value of the proposed approach is found in the presentation of the contents of the
knowledge base. As process steps are associated with both signal and semantic descriptions,
they can be presented together, the signal components used to show recordings of events
and the semantic components to interpret them. Using visualisation and storytelling tools
knowledge encoded in the representation can be explained from multiple perspectives.

5.3.1 Verbal descriptions. Written or spoken descriptions are employed to assist comprehension of
each entity. For each step process step and transition in between, the same textual descriptions
as in Sec. 5.2 are available, as well as those involved in each step. When authoring the process
presentations, the individual step descriptions are available for the curator to modify them, if
needed, in the context of each speciĄc presentation.
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Fig. 13. Visualisations of tool and hand postures.

5.3.2 Postures. The selection of keyframes in posture documentation comprises knowledge
abstractions that can be used in exemplars [1]. Posture visualisation is available through
avatars, using AnimIO [70]. The digitised 3D tool model is aligned with the avatar hand
reference frame, using the stored grip posture. This way, tool grip, relative conĄguration, and
motion are rendered in 3D, enabling close inspection and viewpoint of choice. In Fig. 13, the
relative placement of glasswork tools (left, middle) and the bimanual posture (right) from the
task shown in Fig. 9 (top) are shown.

5.3.3 Animated gesture presentation. Similarly to Sec. 5.3.2, 3D motion and posture recordings are
retrieved from the knowledge base. Using AnimIO [70], they are mapped to avatars and digitised
objects, respectively, to create animated 3D gesture presentations. The 3D animations are
automatically produced, mapping the recorded movements to avatars and using the recorded
postures for handled tools and objects. The 3D animations can be viewed immersively or
rendered as a conventional video.

5.3.4 Pictorial gesture presentation. The juxtaposition of keyframes in chronological order guides
inference of what occurred in between them, while motion annotation facilitates comprehension
of the recorded movement even in single frames [58]. The MoTiVo annotation editor [91] provides
motion line [27] annotation. Textual annotations can be added. In this work, the interactive
segmentation method in [93] was integrated to guide perceptual Ągure/ground assignment [71]
to regions of interest, through the simpliĄcation of background image structures. In Fig. 14 (a),
top row, three background-simpliĄed key video frames from a video are shown temporal order,
illustrating the gesture required to make a carafe handle. In Fig. 14 (a), bottom row, shown are
motion annotations with ethnographic Ąndings as textual annotation, compiled in a graphic
description of the process [90].

5.3.5 Processes. The representation of crafting processes is presented in chronological order,
interpreting the causal relations between steps as conditional transitions. Depending on the
type of presentation medium, i.e., verbal, pictorial, animated, the corresponding metadata are
retrieved and presented as in Sec. 5.3.4 and Sec. 5.3.3, respectively. The storyboard for the
glasswork examples in this work was compiled in a booklet [90] and integrated with an MR
system [56], as shown in Fig. 14. Triggered by touch, pictorial presentations are associated
with original videos and explanatory narration [83]. In Fig. 15 (top), gesture animations
synthesise a motion-driven, visual narrative, interactively visible from the viewpoint of choice
or exported in video. In Fig. 15 (bottom), the same method is applied to the recorded motion
of a mastic cultivator to demonstrate the cultivation process; the video can be found in [84].
These presentations are semi-automatically produced, in that the animations produced in
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Fig. 14. a) Illustration of glasswork gestures, b) MR glasswork presentation.

Fig. 15. 3D glasswork (top) and mastic cultivation (botom) animations.

Sec. 5.3.3 have to be placed and oriented, in the simulated environment. As in Sec. 4.3, the
TooltY editor [99] is used to deĄne this rigid transformation.

5.3.6 Workspaces. Registering objects and processes upon the spatial reference of the workshop
enables explanatory presentations. In Fig. 16 (left), shown are Ąrst-person views of a glass
workshop and its equipment. To understand the relations between the body, the tools, the
material, and the workspace, we used the framework of Śoperational sequencesŠ [52] and
mapped practitioner movement is mapped to the 3D model of the workshop. Analysed MoCap
data are visualised in Fig. 16 (right), mapping the walking path of the practitioner on a 3D
model of a glass workshop (red, dashed line). The data pertain to the transfer of a gather of
liquid glass from the furnace and the return to the workbench (blue oval). The walkthrough
corridor is broad, to accommodate multiple practitioners. The distance of the bench to a
couple of glory holes (green dots) is small and allows easy access to, the frequent task of,
glass reheating. The representation of the environment illumination can provide experiential
information. In Fig. 15, we simulated time and weather, as mastic collection takes place in
early September. Sunshine and high temperature are the norms during this season and, thus,
mastic collection initiates before sunrise and ends before noon.
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Fig. 16. First-person (let) and annotated, top-view (right) of a 3D model of a glass workshop.

6 CONCLUSION AND FUTURE WORK

A method that leads to the representation and digital preservation of traditional crafting
processes is proposed. This includes the identiĄcation and organisation of data and knowledge
that document and interpret these processes. The representation accommodates both signal
and semantic dimensions of this content, relating recordings with their interpretations, in a
new semantic model. The proposed approach stands on the legacy of digital documentation
and preservation of CH. The outcome representation is compatible with contemporary digital
preservation standards. The implementation is provided as an online, multiple user platform,
accompanied by auxiliary tools. Applications are demonstrated in digital preservation and
presentation of CH due to crafts.

No practice can be mastered without (a lot of) practice. The provided approach provides
documentation, but which cannot substitute the experience needed to master a craft. The
purpose of providing clear documentation of materials and methods and insightful instructions
is to support the repeatability of the recorded practice. ŚFelt informationŠ, or qualia [18],
are used in craft practice. Examples are haptic sensations, weight and balance, viscosity,
and other percepts [43] that the practitioner exploits to take decisions on the Ćy. Tacit [81]
or embodied [101] knowledge refers to learned interpretations of stimuli and experienced
performance of appropriate actions that are not simple to verbalise or visualise. Another
consideration is that perception is active, in that attention and sensitivity to stimuli adapt to
the purpose of obesrvation [5].
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A APPENDIX. CLASS DEFINITIONS

Table 1. Class ActorWithRole

Property Domain Range Links to

ActorWithRole
hadParticipant E5 Event ActorWithRole a process step
hasSubject ActorWithRole E39 Actor a practitioner
hasRole ActorWithRole E62 String role appellation

Table 2. Classes Process Schema and Process Schema Step

Property Domain Range Links to

Process Schema / Step, subclass of E29 Design or Procedure
P1 is identiĄed by Process schema / step E41 Appellation appellation
P3 has note E29 Design or Procedure E62 String descriptions
hasSubStep E29 Design or Procedure E29 Design or Procedure a step schema

is sub-property of E69 has association with
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Table 3. Transition classes

Property Domain Range Links to

Transition, subclass of E73 Information Object
transitsFrom Transition E29 Design or Procedure the input step
transitsTo Transition E29 Design or Procedure the output step
Fork, subclass of E73 Information Object
forksFrom Fork E29 Design or Procedure the input step
forksTo Fork E29 Design or Procedure an output step
Merge, subclass of E73 Information Object
mergesFrom Merge E29 Design or Procedure an input step
mergesTo Merge E29 Design or Procedure the output step
Join, subclass of E73 Information Object
joinsFrom Join E29 Design or Procedure an input step
joinsTo Join E29 Design or Procedure the output step
Branch, subclass of E73 Information Object
branchesFrom Branch E29 Design or Procedure input step
Alternative, subclass of E73 Information Object
hasAlternative Branch Alternative Alternative step
hasPredicate Alternative E62 String Predicate
hasAlternativeDestination Alternative E29 Design or Procedure Output step
All, sub-properties of E106 is composed of and E73 Information Object
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Table 4. Classes Process and Process step

Property Domain Range Links to

Process / step, subclass of E7 Activity
P1 is identiĄed by Process / step E41 Appellation Appellation
P3 has note E7 Activity E62 String Informal descriptions
P16 used speciĄc ob-
ject
(was used for)

E7 Activity E70 Thing Material or
immaterial objects

hadParticipant Process / Process step ActorWithRole Actor
hasSpatialRegion E7 Activity SpatialRegion Place
refersToMOSource MObject E7 Activity Media Object
has time-span Process E52 Time-Span Time region
correspondsTo E7 Activity E29 Design or Procedure Schema step
has order Process Integer number Integer number
hasProcessStep E7 Activity E7 Activity A process step

sub-property of P9 consists of
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